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and the benefits it can provide to non-traditional HPC users



Baskerville

• Launched July 2021 

• Consortium 

• Access also available via EPSRC 
Access to HPC calls

EPSRC Tier 2 HPC Facility



System Architecture

52 Lenovo® Neptune™ liquid cooled servers, each with 

• 2 Intel IceLake CPUs with 36 cores each 

• 4 Nvidia A100 40GB GPUs (6 nodes with 80GB) 

• 512GB RAM 

• 1TB NVMe storage 

GPUs are meshed using Nvidia NVLINK, allowing direct 
GPU-to-GPU communication.



Baskerville Portal

• Open OnDemand 

• Accessible supercomputing 

• Web access without installing client 
software or using a command line 
interface 

• Handles the following: 

• authentication 

• scheduling jobs 

• using the HPC node 

• uploading, downloading and editing files

Benefits for non-traditional HPC users

https://osc.github.io/ood-documentation/latest/architecture.html



https://portal.baskerville.ac.uk/


Thank you for listening!
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